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We propose a novel loss function
• Orthogonal Projection Loss (OPL) 

applies feature space constraints

• same-class feature clustering and 
different-class feature separation

• features learned by OPL are more 
discriminative and generalizable
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Orthogonal Projection Loss
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Proposed Method

• Within each mini-batch, in 
feature space we make:
• same class samples similar (s-term)
• different class samples orthogonal (d-term)
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Orthogonality?
• For random mini-batch based 

training setting, orthogonality 
objective provides a definitive 
geometric structure independent 
of the batch composition 
• more stable training 
• works with small batch sizes

• Methods like optimal max-margin 
separation is dependent on the 
batch composition 
• Orthogonality also avoids negative 

correlation constraints 

how OPL changes sample 
distribution in feature space
(left: 3-dim feature space / 
right: histogram of features)
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Training

• OPL has an efficient and straightforward 
vectorized implementation
• During training, the cosine similarity 

between same class samples reaches 
one (left) while that between different 
class samples reaches zero (right)
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Detailed Evaluations

ImageNet: classification accuracy

ImageNet: classification accuracy
Adversarial attacks: classification accuracy

Few Shot Learning: classification accuracy
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Detailed Evaluations

Domain Generalization: classification accuracy

Few Shot Learning: classification accuracy

Label Noise: classification accuracy
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Thank You!

Project Page: https://kahnchana.github.io/opl
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